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57 ABSTRACT

An image processing device comprises: image display means
which displays at least one of transformation target images
containing an object of interest; first reference point receiv-
ing/determining means which receives information on first
reference point candidates according to a user operation,
receives according to a user operation a determination signal
targeted at the first reference point candidates displayed on
the transformation target image based on the information on
the first reference point candidates, and determines first ref-
erence points based on the information on the first reference
point candidates targeted by the received determination sig-
nal; second reference point receiving/determining means
which determines second reference points by receiving infor-
mation on the second reference points; and geometric trans-
formation means which outputs a transformed image by con-
ducting geometric transformation to the transformation target
image based on the first reference points determined by the
first reference point receiving/determining means and the
second reference points determined by the second reference
point receiving/determining means.

9 Claims, 8 Drawing Sheets
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IMAGE PROCESSING DEVICE, IMAGE
PROCESSING METHOD, AND IMAGE
PROCESSING PROGRAM

TECHNICAL FIELD

The present invention relates to an image processing
device, an image processing method and an image processing
program. In particular, the present invention relates to an
image processing device, an image processing method and an
image processing program for generating images for three-
dimensional display of an object of interest from a plurality of
transformation target images containing the object of interest.

BACKGROUND ART

There exists an expression method for making three-di-
mensional display by successively performing image switch-
ing (switching images of an object of interest shot in various
angles) according to a user operation. In order to present an
easily viewable three-dimensional image to the user, the
object of interest is desired to be situated at the center of each
image.

Examples of methods for shooting images of an object of
interest whole placing the object of interest at the center of
each image have been described in Patent Literatures 1-3. In
a shooting method described in the Patent Literature 1, the
object of interest is shot in various angles by using a plurality
of cameras and support parts for supporting the cameras.

An image shooting device (photographing device)
described in the Patent Literature 2 shoots the object of inter-
est in various angles by using a plurality of cameras and a
turntable connected to a computer.

In an image input method described in the Patent Literature
3, the object of interest is shot in various angles by using a
camera that is not fixed. A two-dimensional geometric trans-
formation matrix for uniformizing the center position of the
object of interest in each image is calculated from posture
information on the camera detected by a posture detecting
unit, and image transformation is conducted to each image by
using the calculated two-dimensional geometric transforma-
tion matrix.

CITATION LIST
Patent Literature

Patent Literature 1: JP-A-2004-264492
Patent Literature 2: JP-A-2007-72537
Patent Literature 3: JP-A-2005-49999

SUMMARY OF INVENTION
Technical Problem

In the methods and devices described in the Patent Litera-
tures 1-3, however, not only a single camera but also a large
number of devices (a plurality of cameras set at fixed posi-
tions, a turntable for setting the object of interest, an accel-
eration sensor, etc.) are necessary in order to place the object
of interest at the center of each image.

For example, in the shooting method described in the
Patent Literature 1, a large number of devices such as a
plurality of camera mounts (camera platforms) for fixing the
cameras and support frames, support arms and posts for sup-
porting the camera mounts are necessary as the support parts.
Further, the photographer has to arrange the cameras in a
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2

single line, in a single arc, on a single plane or on a single
shape and the preparation process necessary before the shoot-
ing is extremely complicated.

In the image shooting device described in the Patent Lit-
erature 2, the operation of the turntable is controlled by the
computer. The cameras are set at even intervals on an arc-
shaped image shooting device setting table. The photogra-
pher does not have to have a detailed knowledge of cameras,
machining, etc. since the shooting can be started only by
setting the object of interest on the turntable. However, a large
number of devices are necessary in addition to the camera
similarly to the method of the Patent Literature 1.

The image input method described in the Patent Literature
3 does not need a plurality of cameras or a setting table for
fixing the cameras, and thus the photographer has only to
shoot the object of interest with a camera. However, the image
input method needs extra devices other than the camera such
as a posture detecting device (acceleration sensor, magnetism
sensor, etc.) similarly to the method/device of the Patent
Literatures 1 and 2.

It is therefore an exemplary object of the present invention
to provide an image processing device, an image processing
method and an image processing program capable of gener-
ating images for three-dimensional display from images shot
with a single camera without the need of using other devices
such as the turntable for setting the object of interest and the
acceleration sensor.

Solution to Problem

In accordance with an exemplary aspect of the present
invention, there is provided an image processing device
which generates images for three-dimensional display of an
object of interest from a plurality of transformation target
images containing the object of interest, comprising: image
display means which displays at least one transformation
target image; first reference point receiving/determining
means which receives information on first reference point
candidates as candidates for first reference points serving for
reference in input of geometric transformation according to a
user operation, receives according to a user operation a deter-
mination signal targeted at the first reference point candidates
displayed on the transformation target image based on the
information on the first reference point candidates, and deter-
mines the first reference points based on the information on
the first reference point candidates targeted by the received
determination signal; second reference point receiving/deter-
mining means which determines second reference points
serving for reference in output of the geometric transforma-
tion by receiving information on the second reference points;
and geometric transformation means which outputs a trans-
formed image by conducting the geometric transformation to
the transformation target image based on the first reference
points determined by the first reference point receiving/de-
termining means and the second reference points determined
by the second reference point receiving/determining means.

Inaccordance with another exemplary aspect ofthe present
invention, there is provided an image processing method for
generating a three-dimensional image by conducting geomet-
ric transformation to each of transformation target images as
a plurality of images containing an object of interest, com-
prising: displaying at least one transformation target image
by using image display means; receiving information on first
reference point candidates as candidates for first reference
points serving for reference in input of geometric transforma-
tion according to a user operation; displaying the first refer-
ence point candidates on the transformation target image
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based on the received information on the first reference point
candidates; receiving a determination signal targeted at the
first reference point candidates displayed on the transforma-
tion target image according to a user operation; determining
the first reference points based on the information on the first
reference point candidates targeted by the received determi-
nation signal; determining second reference points serving
for reference in output of the geometric transformation by
receiving information on the second reference points; and
outputting a transformed image for each transformation tar-
get image by conducting the geometric transformation to the
transformation target image based on the determined first and
second reference points.

In accordance with another exemplary aspect of the present
invention, there is provided an image processing program for
generating a three-dimensional image by conducting geomet-
ric transformation to each of transformation target images as
aplurality of images containing an object of interest, wherein
the image processing program causes a computer to execute:
a process of displaying at least one transformation target
image by using image display means; a process of receiving
information on first reference point candidates, as candidates
for first reference points serving for reference in input of
geometric transformation, which is inputted according to a
user operation and thereby displaying the first reference point
candidates on the transformation target image; a process of
determining the first reference points based on the informa-
tion on the first reference point candidates targeted by a
determination signal when the determination signal, inputted
according to a user operation for the first reference point
candidates displayed on the transformation target image, is
received; a process of determining second reference points
serving for reference in output of the geometric transforma-
tion when information on the second reference points is
received; and a process of conducting the geometric transfor-
mation to the transformation target image based on the first
reference points and the second reference points.

Advantageous Effects of the Invention

According to the present invention, images for three-di-
mensional display can be generated from images shot with a
single camera without the need ofusing other devices such as
the turntable for setting the object of interest and the accel-
eration sensor.

BRIEF DESCRIPTION OF DRAWINGS

[FIG. 1] It depicts a block diagram showing an example of
the configuration of a first exemplary embodiment.

[FIG. 2] It depicts a flow chart showing an example of the
operation of the first exemplary embodiment.

[FIG. 3] It depicts an explanatory drawing showing the
outline of a transformation process conducted in the first
exemplary embodiment.

[FIG. 4] It depicts a block diagram showing an example of
the configuration of a second exemplary embodiment.

[FIG. 5] It depicts is a flow chart showing an example of the
operation of the second exemplary embodiment.

[FIG. 6] It depicts a block diagram showing an example of
the configuration of a third exemplary embodiment.

[FIG. 7] It depicts a flow chart showing an example of the
operation of the third exemplary embodiment.

[FIG. 8] It depicts a block diagram showing a case where
the present invention is applied to an information processing
system.
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[FIG. 9] It depicts a block diagram showing the outline of
the present invention.

DESCRIPTION OF EMBODIMENTS

<First Exemplary Embodiment>

Referring now to the drawings, a description will be given
in detail of exemplary embodiments in accordance with the
present invention. FIG. 1 is a block diagram showing an
example ofthe configuration of an image processing device in
accordance with a first exemplary embodiment of the present
invention. The image processing device shown in FIG. 1
comprises first reference point receiving means 11, image
display means 12, second reference point receiving means 13,
geometric transformation method determining means 14 and
geometric transformation means 15.

The first reference point receiving means 11 receives first
reference point candidates (candidates for first reference
points) as a user input in regard to each of images containing
an object under consideration (hereinafter referred to as
“transformation target images”). The first reference point
receiving means 11 also receives a determination signal tar-
geted at the received first reference point candidates and
thereby determines the first reference points.

The first reference points are reference points on the input
side, which are included in points serving for reference in the
input and the output of the geometric transformation. In other
words, the first reference points are reference points that are
represented by positional information (image coordinates) in
the coordinate system of the transformation target image. The
first reference points are set for each of the transformation
target images. The reference points can be, for example, two
or more points forming a camera rotation axis in the three-
dimensional image (e.g., 360-degree rotation image of the
object of interest) that should be expressed by transformed
images. Incidentally, the “camera rotation axis” is not the
rotation axis of the camera actually used for shooting the
images but an axis that the user wants to use as the center of
camera movement in the three-dimensional image obtained
as the result. While the number of points necessary as the
reference points (the number of corresponding points) can be
set depending on the method of the geometric transformation,
the number is two or more in any method. Second reference
points are reference points on the output side, that is, points as
the results (destinations) of the transformation of the first
reference points. In other words, the second reference points
are reference points that are represented by positional infor-
mation in the coordinate system of the transformed image.
Each pair of first and second reference points has a correspon-
dence relationship in that the two points (first and second
reference points) have image coordinates acquired by projec-
tion of the same three-dimensional coordinates. In the gen-
eration of the three-dimensional image, it is desirable that the
same (common) sets of three-dimensional coordinates be
used for the reference points among the transformation target
images, like the two or more points forming the camera rota-
tion axis.

The first reference point receiving means 11 may receive
the first reference point candidates by, for example, inputting
information on the first reference point candidates (e.g., posi-
tional information) according to a user operation that is per-
formed for each transformation target image displayed on the
image display means 12. The first reference point receiving
means 11 may display the received first reference point can-
didates on the transformation target image by use of the image
display means 12. Incidentally, when the information on the
first reference point candidates has been changed, the first
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reference points are moved on the transformation target
image based on the information. The information on the first
reference point candidates is inputted by means of pointing
with a mouse or through a keyboard, for example. Finally, the
first reference point receiving means 11 may receive a first
reference point determination signal (information instructing
that the first reference point candidates targeted by the first
reference point determination signal should be determined as
the first reference points) and determine the first reference
point candidates at that time as the first reference points.
Incidentally, the first reference point receiving means 11
determines at least two points as the first reference points.

The first reference point receiving means 11 may also be
configured to first display two points, previously set as initial
values (initial points) of the first reference points, in the
drawing area of the operation screen and thereafter let the user
move the two points.

After determining the first reference points, the first refer-
ence point receiving means 11 outputs the determined first
reference points to the geometric transformation method
determining means 14.

The image display means 12 displays images. In this exem-
plary embodiment, the image display means 12 displays each
transformation target image, displays an image generated by
superimposing the first reference points on the transformation
target image, and so forth. The image display means 12 may
also display each transformed image (image after the trans-
formation), display the second reference points in the frame
of the transformed image, and so forth. The image display
means 12 may display image information of operation
screens including these displays, for example.

The second reference point receiving means 13 receives
the second reference points as the results (destinations) of the
transformation of the first reference points, and outputs the
received second reference points to the geometric transfor-
mation method determining means 14. For example, in the
case where the first reference points are multiple sets of image
coordinates representing the positions of (two or more) points
forming the camera rotation axis in the transformation target
image, the second reference points may be specified as mul-
tiple sets of image coordinates representing positions in the
transformed image to which the points forming the camera
rotation axis should be projected. The second reference point
receiving means 13 may make the user set (input) the second
reference points each time similarly to the first reference
points. Alternatively, the second reference points may also be
set previously. Each of the second reference points is set while
associating it with each (corresponding one) of the first ref-
erence points. In the case where the second reference points
are set previously, loading (readout) of the setting informa-
tion on the second reference points corresponds to the input-
ting of the second reference points. The second reference
points can also be set as values common to all the transformed
images. For example, the position (image coordinates) of the
camera rotation axis may be set so that the object of interest is
situated substantially at the center in every transformed
image.

The geometric transformation method determining means
14 determines the geometric transformation method to be
conducted to each transformation target image based on the
first reference points outputted from the first reference point
receiving means 11 and the second reference points outputted
from the second reference point receiving means 13. More
specifically, the geometric transformation method determin-
ing means 14 determines parameters of transformation equa-
tions for the geometric transformation to be conducted to the
transformation target image (coordinate transformation equa-

10

15

20

25

30

35

40

45

50

55

60

65

6

tions). For example, the geometric transformation method
determining means 14 may determine, according to a previ-
ously set transformation method, the parameters of pre-
scribed transformation equations to be used for the transfor-
mation method (coordinate transformation equations) based
on the necessary numbers of first and second reference points
which have been set for each transformation target image.
The geometric transformation method determining means 14
outputs the determined parameters or information on the
coordinate transformation equations including the deter-
mined parameters to the geometric transformation means 15
as information representing the geometric transformation
method.

The geometric transformation means 15 conducts the geo-
metric transformation to each transformation target image
according to the geometric transformation method deter-
mined by the geometric transformation method determining
means 14 and outputs the transformed image. The geometric
transformation means 15 acquires the transformed image by,
for example, transforming the pixel information on the trans-
formation target image by using the coordinate transforma-
tion equations inputted as the information representing the
geometric transformation method. This transformation pro-
cess includes a process of compensating for the pixel loss by
performing the interpolation for the image coordinates after
the transformation. Incidentally, the geometric transforma-
tion means 15 may also be configured to have the function of
the geometric transformation method determining means 14,
that is, the geometric transformation method determining
means 14 may also be implemented inside the geometric
transformation means 15.

The first reference point receiving means 11 and the second
reference point receiving means 13 are implemented by, for
example, an information input device (mouse, keyboard,
touch panel, etc.) and a CPU operating according to a pro-
gram. The image display means 12 is implemented by, for
example, an image display device (monitor, projector, etc.)
and a CPU operating according to a program. The geometric
transformation method determining means 14 and the geo-
metric transformation means 15 are implemented by, for
example, hardware designed to perform particular calculation
processes, etc. and a CPU operating according to a program.

Next, the operation of this exemplary embodiment will be
described with reference to FIG. 2. FIG. 2 is a flow chart
showing an example of the operation of the image processing
device of this exemplary embodiment. In the example shown
in FIG. 2, the image display means 12 first displays a trans-
formation target image (step S11). In this step, the transfor-
mation target image is displayed in order to receive the input
of the first reference point candidates. For example, when a
plurality of images containing the object of interest are input-
ted as the transformation target images, the image display
means 12 displays an operation screen that includes a drawing
area (area in which dots, marks, lines connecting the dots/
marks, etc. can be inputted by mouse operation) with a back-
ground drawn by use of a transformation target image
selected from the inputted transformation target images. The
image display means 12 may switch the displayed transfor-
mation target image successively, or as needed according to a
user operation.

Subsequently, the first reference point receiving means 11
inputs the first reference point candidates for the currently
displayed transformation target image according to a user
operation (step S12). In this step, the first reference point
receiving means 11 inputs information on the first reference
point candidates in regard to one transformation target image.
The first reference point receiving means 11 makes the user
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input the first reference point candidates by displaying a
message (prompting the user to input the first reference point
candidates) on the operation screen displaying the transfor-
mation target image or by first displaying two points (preset
as the initial values of the first reference point candidates) on
the transformation target image and then displaying a mes-
sage prompting the user to adjust the points, for example.

In response to the input of the information on the first
reference point candidates, the image display means 12 dis-
plays the first reference point candidates according to the
inputted information while superposing them on the transfor-
mation target image (step S13). In other words, the image
display means 12 displays a composite image of the transfor-
mation target image and the first reference point candidates.
In the step S13, the image display means 12 may use a user
interface that draws the first reference point candidates
according to information inputted inside the drawing area of
the operation screen.

Subsequently, the first reference point receiving means 11
determines the first reference points according to a user
operation (step S14). For example, the first reference point
receiving means 11 determines the currently displayed first
reference point candidates as the first reference points when
the first reference point determination signal inputted by the
user operation is received. Alternatively, the first reference
point receiving means 11 may also determine first reference
point candidates in a selected state at that time as the first
reference points. The first reference point receiving means 11
may be equipped with, for example, a user interface that
makes the user input the first reference point determination
signal after letting the user select some of the currently dis-
played first reference point candidates in cases where an
excessive number of first reference point candidates (larger
than the essential (necessary) number of reference points)
have been displayed.

The first reference point determination signal may be
inputted by the depressing of a determination button by the
user, for example. The user may check the positions, etc. of
the first reference point candidates displayed in the step S13
and depress the determination button when he/she judges that
the displayed first reference point candidates satisty condi-
tions for the reference points. The user may also make posi-
tional adjustment, deletion, addition, etc. of the first reference
point candidates when necessary. For example, there can be
cases where the number of the first reference point candidates
targeted by the first reference point determination signal (e.g.,
currently displayed first reference point candidates or first
reference point candidates in the selected state) when the first
reference point determination signal is received by the first
reference point receiving means 11 is less than the essential
number of reference points. In such cases, the first reference
point receiving means 11 may inform the user of the situation
and prompt the user to perform the selecting operation again
or input information on new first reference point candidates.
The first reference point receiving means 11 determines two
or more first reference points for each transformation target
image according to such user operations. Incidentally, each
point determined as a first reference point is assigned identi-
fication information for specifying the association (corre-
spondence) with the second reference point. The identifica-
tion information can be any type of information as long as it
can retain the relationship between one point as a first refer-
ence point and a corresponding one point as a second refer-
ence point. The identification information can be a subscript
of an arrangement, for example.

Subsequently, the second reference point receiving means
13 inputs the second reference points (step S15). The second
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reference point receiving means 13 may input the second
reference points by, for example, loading information on
previously set second reference points from storage means or
the like, or by receiving information on the second reference
points from the user similarly to the first reference point
receiving means 11. In the case where the second reference
points are set to be common to all the transformation target
images, the second reference point receiving means 13 may
input information on second reference points common to all
the transformation target images, for example.

When the necessary numbers of first reference points and
second reference points (equal to the necessary number of
corresponding points) have been determined for each trans-
formation target image, the geometric transformation method
determining means 14 determines the geometric transforma-
tion method to be conducted to each transformation target
image based on the first reference points and the second
reference points (step S16). For example, the geometric trans-
formation method determining means 14 generates the trans-
formation equations of the geometric transformation to be
conducted to each transformation target image by determin-
ing the parameters of the transformation equations based on
the numbers of the reference points and in-image positions
(image coordinates) of the reference points.

Finally, the geometric transformation means 15 conducts
the geometric transformation to each transformation target
image by using the transformation method (transformation
equations) determined in the step S16, and outputs the image
generated by the geometric transformation as the transformed
image (step S17). Incidentally, while each step in the above
explanation was described as processing for all the transfor-
mation target images, the flow chart can also be executed as a
series of steps for one transformation target image. In such
cases, the above steps (steps S11-S17) may be repeated for the
number of the transformation target images.

In the following, this exemplary embodiment will be
explained in more detail by using specific examples. FIG. 3 is
an explanatory drawing showing the outline of the geometric
transformation conducted to the transformation target images
in this exemplary embodiment. In the example of FIG. 3,
{IMAGE1,...,IMAGEm,...,IMAGEnq, ...} have been
inputted as the transformation target images. The first refer-
ence points have been set as image coordinates of two points
forming a line segment orthogonal to the ground and passing
through the barycenter of the object of interest (coordinates
with respect to the axes of the transformation target image) as
an example of a line segment serving as the camera rotation
axis in the three-dimensional space. Incidentally, the two
points are the upper end and the lower end of the object of
interest.

InFIG. 3, the ¢ mark and the x mark put on each one ofthe
transformation target images in the upper row (images 1, m,
n) represent the first reference points which have been set for
the transformation target image (¢ mark: upper end, x mark:
lower end). The point represented by the ¢ mark will be
referred to as a first point (upper reference point) of the first
reference points, and the point represented by the x mark will
be referred to as a second point (lower reference point) of the
first reference points. Meanwhile, the ¢ mark and the x mark
put on each one of the transformed images 1, m and n in the
lower row represent the second reference points as the results
(destinations) of the transformation of the first reference
points set for the transformation target image 1, m, n.

In FIG. 3, the first reference points are expressed as “P1”
and the second reference points are expressed as “P2”. The
subsequent two subscripts [A][B] represent an image index
([A]) and a reference point index ([B]), respectively. In this
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example, each index is expressed by using a number starting
from 1. For example, P1[1][1] represents image coordinates
as the information on the first point (upper reference point) of
the first reference points in the first transformation target
image (image 1), and P1[1][2] represents image coordinates
as the information on the second point (lower reference point)
of'the first reference points in the image 1. Similarly, P2[n][1]
represents image coordinates as the information on the first
point (upper reference point) of the second reference points in
the transformed image n generated from the n-th transforma-
tion target image (image n), and P2[n][2] represents image
coordinates as the information on the second point (lower
reference point) of the second reference points in the trans-
formed image n generated from the image n. In this example,
the second reference points are common to all the images.

In this example, the image display means 12 first displays
an image containing the object of interest (inputted as a trans-
formation target image) by using an image display device
(monitor, projector, etc.) of the image display means 12. In
this step, the image display means 12 displays an operation
screen including the transformation target image and an input
interface (tool bar, cursor, etc.). The user, viewing the trans-
formation target image displayed by the image display means
12, inputs the first reference point candidates by using the
mouse, keyboard or the like. In this step, the user inputs the
information on the first reference point candidates (image
coordinates of the & mark and the x mark) by specifying the
positions of the two points forming the line segment orthogo-
nal to the ground and passing through the barycenter of the
object of interest by performing the mouse clicking operation
or the like.

The first reference point receiving means 11 receives the
information on the first reference point candidates (image
coordinates of the & mark and the x mark) for the currently
displayed image 1, for example, as an input from the user. In
this case, the image display means 12 lets the user check the
positions of the first reference point candidates in the trans-
formation target image by superimposing the inputted first
reference point candidates on the transformation target
image, for example. The user checks the positions, etc. of the
first reference point candidates with respect to the displayed
transformation target image, and inputs the first reference
point determination signal when he/she has judged that the
currently displayed first reference point candidates may be
determined as the first reference points. When not satisfied
with the positional relationship, the user may switch the
validity/invalidity of the first reference point candidates and
adjust the positions of the first reference point candidates by
operating the input interface (tool bar, cursor, etc.) by using
the mouse, keyboard or the like.

In response to the input of the first reference point deter-
mination signal, the first reference point receiving means 11
determines the first reference point candidates as the first
reference points and outputs the determined first reference
points to the geometric transformation method determining
means 14.

Subsequently, the second reference point receiving means
13 receives the second reference points as the results (desti-
nations) of the transformation of the first reference points. In
this example, the user inputs the second reference point can-
didates by using the mouse, keyboard or the like, and inputs
the second reference point determination signal when satis-
fied. The second reference point receiving means 13 receives
the inputted second reference point candidates as the second
reference points when the second reference point determina-
tion signal is inputted by the user. For example, when the
object of interest has been shot in an inclined state in the
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transformation target image, geometric transformation for
making the object of interest perpendicular on the screen
becomes possible if the user makes the input so as to equalize
the horizontal coordinates of the first reference point and the
second reference point. Assuming that the width and the
height of the transformed image are w pixels and h pixels,
respectively, the object of interest after the geometric trans-
formation can be placed in the transformed image to be at the
center in the horizontal direction and to have an 80% length of
the transformed image in the vertical direction by setting the
image coordinates of the first point (upper reference point) of
the second reference points at (0.5 w, 0.9 h) and setting the
image coordinates of the second point (lower reference point)
of the second reference points at (0.5 w, 0.1 h). It is also
possible to previously set the above settings and load such
preset information on the second reference points from stor-
age means (e.g., external storage medium). Upon receiving
the second reference points, the second reference point
receiving means 13 outputs the received second reference
points to the geometric transformation method determining
means 14.

Subsequently, the geometric transformation method deter-
mining means 14 determines the geometric transformation
method based on the first reference points and the second
reference points, and outputs information on the determined
geometric transformation method to the geometric transfor-
mation means 15. In this example, similarity transformation
is used as the geometric transformation method since two
points have been selected for the first reference points and for
the second reference points. The similarity transformation is
defined by the following equations (1):

u;'=au—~bvic

v;'=butav+ Equation (1)

In the above equations (1), (u,, v,) represent the image
coordinates of the first or second point of the first reference
points in the transformation target image as the processing
target, and (u,', v,") represent the image coordinates of the first
or second point of the second reference points in the trans-
formed image generated from the transformation target
image as the processing target. (a, b, ¢, d) represent similarity
transformation parameters. The subscript i represents the first
point (upper reference point) when i=1 or the second point
(lower reference point) when i=2. By transforming the equa-
tions (1), the following equation (2) is obtained:

2 a =b cYu w? Equation (2)
boa dvi|x|vi|| =
=1 0 0 1AL 1
a\?
w —-v; 1 0 -y
b
vy -y 0 -1 ¥}
e
u -v3 1 0 - 4
-y —up 0 =1 v

The similarity transformation parameters (a, b, c, d) to be
determined are a vector that minimizes the value of the equa-
tion (2). The similarity transformation parameters (a, b, ¢, d)
can be calculated by scaling the fifth element of the eigen-
vector corresponding to the absolute minimum eigenvalue of
the 4x5 matrix on the right side of the equation (2) to 1.

The geometric transformation means 15 conducts the geo-
metric transformation to the transformation target image as
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the processing target by using the similarity transformation
parameters (a, b, ¢, d) determined as above and outputs the
transformed image. In this example, the image as the result of
the similarity transformation can be obtained by substituting
the determined similarity transformation parameters into the
equations (1) and executing the similarity transformation to
all pixels of the transformation target image. Since the image
coordinates after the transformation are generally non-inte-
gral values, the geometric transformation means 15 compen-
sates for the pixel loss by performing interpolation. Various
interpolation methods such as the nearest neighbor method
(using the pixel values of the observation point closest to the
interpolation point as the pixel values of the interpolation
point) and the bilinear method (using linear interpolation
values of the pixel values of four observation points around
the interpolation point as the pixel values of the interpolation
point) can be used. Thereafter, the geometric transformation
means 15 outputs the image after undergoing the similarity
transformation as the transformed image.

As described above, according to this exemplary embodi-
ment, a three-dimensional image can be generated by use of a
single camera only by performing a simple user operation,
without the need of using other equipment such as a turntable
and an acceleration sensor for detecting the camera position/
posture information.

The above effect is achieved because the size and the
inclination of the object of interest in the plurality of images
can be uniformized by making the user specify the image
coordinates constituting the camera rotation axis for each of
the images containing the object of interest and by conducting
the geometric transformation so that the specified image
coordinates coincide with each other. The above effect is
achieved also because the first reference points used for deter-
mining the geometric transformation method are determined
from a plurality of images containing the object of interest. In
short, the above effect is achieved because equipment other
than the camera is made unnecessary at the time of shooting
by the calculation of the geometric transformation parameters
by use of image information only.

Incidentally, while the similarity transformation was con-
ducted in the above explanation as a specific example, not
only the similarity transformation but also arbitrary types of
geometric transformations such as the affine transformation
and the projective transformation are selectable. In such
cases, each of the first and second reference point receiving
means 11 and 13 may be configured to receive the image
coordinates of two or more points and output the received
image coordinates to the geometric transformation method
determining means 14. The image processing device is
capable of dealing with the change in the geometric transfor-
mation method by modifying the calculation method of the
geometric transformation method determining means 14
according to the number of parameters and the transformation
equations of the selected geometric transformation.

When the affine transformation is selected, for example,
the necessary number of corresponding points (the number of
reference points) is three at least. Thus, each of the first and
second reference point receiving means 11 and 13 may be
configured to receive the image coordinates of three or more
points and output the received image coordinates to the geo-
metric transformation method determining means 14. Based
on the outputted information on the first reference points and
the second reference points, the geometric transformation
method determining means 14 may determine transformation
parameters (a, b, ¢, d, e, f) from the following equations (3):

u/=au+bvqc

v'=dutevif Equation (3)
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When the projective transformation is selected, for
example, the necessary number of corresponding points is
four at least. Thus, each of the first and second reference point
receiving means 11 and 13 may be configured to receive the
image coordinates of four or more points and output the
received image coordinates to the geometric transformation
method determining means 14. Based on the outputted infor-
mation on the first reference points and the second reference
points, the geometric transformation method determining
means 14 may determine transformation parameters (al-a8)
from the following equations (4):

u=(alxuta2xv+a3)/(aTxu+a8xv+1)

v'=(adxuaSxv+ab)/(aTxu+a8xv+1) Equation (4)

<Second Exemplary Embodiment>

Next, a second exemplary embodiment of the present
invention will be described with reference to figures. FIG. 4 is
a block diagram showing an example of the configuration of
an image processing device in accordance with this exem-
plary embodiment. The image processing device shown in
FIG. 4 differs from the first exemplary embodiment shown in
FIG. 1 in that the image processing device further comprises
camera position/posture estimating means 21 and first refer-
ence point candidate projecting means 22.

In this exemplary embodiment, the image processing
device makes the user input multiple sets of three-dimen-
sional coordinates constituting a candidate for the camera
rotation axis in each image containing the object of interest
(transformation target image) as the first reference point can-
didates.

For each transformation target image, the camera position/
posture estimating means 21 estimates the position and the
posture of the camera that shot the transformation target
image and outputs the estimated camera position/posture to
the first reference point candidate projecting means 22. For
the estimation of the position and the posture of the camera,
various methods, such as a method using preset markers and
a method using the correspondence between already-known
three-dimensional coordinates and image coordinates at
which the already-known three-dimensional coordinates
have been observed, can be employed.

The first reference point candidate projecting means 22
projects the first reference point candidates (or line segments
connecting the first reference point candidates) onto the trans-
formation target image based on the inputted information on
the first reference point candidates and the camera position/
posture regarding the transformation target image. Thereaf-
ter, the first reference point candidate projecting means 22
outputs the result of the projection to the image display means
12 as projected first reference point candidates. Incidentally,
the projected first reference point candidates can also be
considered as first reference point candidates represented by
coordinate information in the transformation target image.

In this exemplary embodiment, once the first reference
points are determined for one transformation target image,
the projected first reference point candidates in the other
transformation target images (generated by the first reference
point candidate projecting means 22) are determined as the
first reference points in the other transformation target image
based on the information on the first reference points deter-
mined for one transformation target image.

Incidentally, besides directly outputting the projected first
reference point candidates (generated by calculation) as the
first reference points in regard to each of the other transfor-
mation target images, it is also possible to once display the
projected first reference point candidates (generated by cal-
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culation) and thereby let the user judge whether the projected
first reference point candidates are appropriate or not or indi-
vidually adjust the projected first reference point candidates.
The operation for individually adjusting the projected first
reference point candidates is equivalent to the operation
described in the first exemplary embodiment. Whether the
adjustment to the currently displayed projected first reference
point candidates should be incorporated into the other trans-
formation target images or not can be specified by the user or
judged based on the switching of the operation screen (to a
page for individual adjustment, etc.). The first reference point
candidate projecting means 22 outputs information on the
first reference points determined in each transformation tar-
get image to the geometric transformation method determin-
ing means 14 as needed.

The image processing device may also be configured so
that the first reference point candidate projecting means 22
outputs information on the projected first reference point
candidates of each transformation target image to the first
reference point receiving means 11 and the first reference
point receiving means 11 outputs the first reference points in
each transformation target image based on the information
from the first reference point candidate projecting means 22.

In this exemplary embodiment, the image display means
12 displays an image generated by superimposing the pro-
jected first reference point candidates on the transformation
target image.

The camera position/posture estimating means 21 and the
first reference point candidate projecting means 22 are imple-
mented by, for example, hardware designed to perform par-
ticular calculation processes, etc. and a CPU operating
according to a program.

Next, the operation of this exemplary embodiment will be
described with reference to FIG. 5. FIG. 5 is a flow chart
showing an example of the operation of the image processing
device of this exemplary embodiment. In the example shown
in FIG. 5, the camera position/posture estimating means 21
first estimates the camera position/posture regarding the
transformation target image (step S21). In this step, the cam-
era position/posture estimating means 21 estimates the posi-
tion and the posture of the camera for each inputted transfor-
mation target image. For example, the camera position/
posture estimating means 21 may estimate three-dimensional
coordinates (X, Y, Z) in the world coordinate system as the
position of the camera and a 3x3 matrix representing a rota-
tion with respect to the world coordinate system as the posture
of the camera by use of the captured image information.

Subsequently, the first reference point receiving means 11
inputs multiple sets of three-dimensional coordinates consti-
tuting a candidate for the camera rotation axis in the transfor-
mation target image, as information on the first reference
point candidates in regard to at least one image (step S22). For
example, the first reference point receiving means 11 may
make the user input the information on the first reference
point candidates by displaying an operation screen including
the same number of input fields (for inputting the information
on a first reference point candidate) as the corresponding
points necessary for the employed geometric transformation
equations. Alternatively, the first reference point receiving
means 11 may also acquire the values of the first reference
point candidates by loading in preset initial values. The input-
ted information on the first reference point candidates is out-
putted to the first reference point candidate projecting means
22.

Upon the input of the information on the first reference
point candidates in regard to a transformation target image,
the first reference point candidate projecting means 22
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projects the inputted first reference point candidates onto the
image based on the camera position/posture (step S23). Sub-
sequently, the image display means 12 displays the projected
first reference point candidates while superimposing them on
the image (step S24). For example, the image display means
12 displays an operation screen for adjusting the positions,
etc. of the projected first reference point candidates on the
transformation target image. The image display means 12
may also display an operation screen including the rotation
axis (line segments) projected onto the image (generated by
connecting the projected first reference point candidates).

The user checks the positions, etc. of the projected first
reference point candidates (displayed in the step S24) in the
transformation target image and inputs the first reference
point determination signal when satisfied. The user also
makes adjustment, such as modification of the positions of the
projected first reference point candidates, so that the lengths,
inclination angles and positions of the line segments connect-
ing the projected first reference point candidates become
appropriate for the camera rotation axis. In this case where the
user has made the adjustment, the information on the first
reference point candidates is modified. The user may also
directly modify the values (three-dimensional coordinates)
which have been inputted as the information on the first
reference point candidates. The first reference point determi-
nation signal is inputted to the first reference point receiving
means 11 and the first reference point candidate projecting
means 22.

Upon receiving the first reference point determination sig-
nal, the first reference point receiving means 11 or the first
reference point candidate projecting means 22 determines the
projected first reference point candidates as the first reference
points (step S25). For example, the first reference point
receiving means 11 or the first reference point candidate
projecting means 22 may determine the projected first refer-
ence point candidates currently displayed as the target of the
first reference point determination signal (more specifically,
the projected first reference point candidates forming the
currently displayed line segments) as the first reference
points. In this exemplary embodiment, the determination of
the first reference points from the projected first reference
point candidates in regard to one transformation target image
is equivalent to the determination of the three-dimensional
coordinates as the projection source of the projected first
reference point candidates. Therefore, the first reference
points can be calculated also for the other transformation
target images based on the three-dimensional coordinates and
the camera position/posture regarding each image.

Subsequently, the second reference point receiving means
13 inputs the second reference points (step S26). Then, the
geometric transformation method determining means 14
determines the geometric transformation method based on
the first reference points and the second reference points (step
S27). Finally, the geometric transformation means 15 con-
ducts the geometric transformation to each image and outputs
each transformed image (step S28). The operation in the steps
S26-S28 may be performed in the same way as the steps
S15-S17 in the first exemplary embodiment.

Incidentally, while each step in the above explanation was
assumed as processing for all the transformation target
images, each step can also be conducted to one transforma-
tion target image at a time. In such cases, the above steps
(steps S21-S28) may be repeated for the number of the trans-
formation target images. The steps S22-S24 for other trans-
formation target images can be left out when the steps S22-
S24 have already been conducted for one of the
transformation target images. This is because the first refer-
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ence points in each of the other transformation target images
can be determined in the step S25 without the need of making
the user repeatedly input the first reference point candidates.
More specifically, this is because the first reference points in
each image are uniquely determined based on the camera
position/posture regarding each image once the first reference
points are determined for one transformation target image.

In the following, this exemplary embodiment will be
explained in more detail by using specific examples. First, for
each transformation target image, the camera position/pos-
ture estimating means 21 estimates the position and the pos-
ture of the camera that shot the transformation target image.
For example, the camera position/posture estimating means
21 may estimate the position t and the posture R ofthe camera
based on the appearance of markers (previously registered by
printing on paper, for example) in the image. Alternatively,
the camera position/posture estimating means 21 may esti-
mate the position t and the posture R of the camera based on
combinations (correspondence) between multiple sets of
already-known three-dimensional coordinates and image
coordinates at which the multiple sets of already-known
three-dimensional coordinates have been observed. The posi-
tion t of the camera is determined as, for example, three-
dimensional coordinates (X, Y, Z) in the world coordinate
system. The camera position/posture estimating means 21
determines the posture R of the camera as, for example, a 3x3
matrix representing a rotation with respect to the world coor-
dinate system. By using the roll, pitch and yaw, the posture R
of'the camera can be represented as the following expression
(5): By using quaternions, the posture R of the camera can be
represented as the following expression (6):

cosp —sing 07 cos® 0O sin@][1 0O 0
sing cos¢g O 0 1 0 0 cosy —siny

0 0 1]l —sin@ 0 cos@ || 0 sinyg cosy
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transformation target image based on the inputted three-di-
mensional coordinates of the first reference point candidates
and the camera position/posture estimates regarding the
transformation target image. Incidentally, the initial values of
the first reference point candidates may also be set by using
preset values instead of using values inputted by the user.

Let “t” represent the position of the camera, “R” represent
the posture of the camera, “X,” represent the first three-
dimensional coordinates of the first reference point candi-
dates, and “X,” represent the second three-dimensional coor-
dinates of the first reference point candidates, the projected
first reference point candidates can be determined from the
following expression (7):

u; Equation (7)
vi |=K[RT -RT11X;
1

Inthe expression (7), the symbol to the left of K|[R7-R*1]X,
indicates that the right side of the expression is equal to the
left side multiplied by a constant number.

The superscript ““” represents the transposition of a
matrix. “K” represents an internal parameter of the camera.
The internal parameter K may be previously determined by
using a method for estimating a camera internal parameter by
employing projective transformation (e.g., technique by
Zhang et al.), for example. The internal parameter K may also
be determined simultaneously with the shooting by using a
method for estimating a camera internal parameter from three

Equation (5)
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In the expression (5), ¢ represents rotation around the
Z-axis (roll), O represents rotation around a new Y-axis
(pitch), and  represents rotation around a new X-axis (yaw).

Equation (6)
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Subsequently, the first reference point receiving means 11
receives the first reference point candidates as an input from
the user and outputs the received first reference point candi-
dates to the first reference point candidate projecting means
22. The user viewing the image displayed on the image dis-
play means 12 inputs the first reference point candidates by
using the mouse, keyboard or the like. For example, the user
may input three-dimensional coordinates (0, 0, 0) as the ini-
tial value of the first point (upper reference point) of the first
reference point candidates and three-dimensional coordi-
nates (0, 1, 0) as the initial value of the second point (lower
reference point) of the first reference point candidates.

The first reference point candidate projecting means 22
projects the inputted first reference point candidates onto the
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or more images (e.g., technique by Pollefeys et al.), for
example. In the case where the internal parameter of the
camera is estimated, the camera position/posture estimating
means 21 also outputs the internal parameter of the camera to
the first reference point candidate projecting means 22 in
addition to the camera position/posture.

The user compares the projected first reference point can-
didates displayed by the image display means 12 with the
object of interest, adjusts the first reference point candidates
so that the lengths, inclination angles and positions of the line
segments connecting the projected first reference point can-
didates become appropriate for the camera rotation axis, and
inputs the first reference point determination signal when
satisfied. In this exemplary embodiment, the first reference
point receiving means 11 performs nothing in response to the
input of the first reference point determination signal.

In response to the input of the first reference point deter-
mination signal by the user, the first reference point candidate
projecting means 22 determines the currently displayed pro-
jected first reference point candidates as the first reference
points in the transformation target image and outputs the
determined first reference points to the geometric transfor-
mation method determining means 14. For each of the other
transformation target images, the first reference point candi-
date projecting means 22 determines the first reference points
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in the transformation target image based on the information
on the first reference point candidates in the projection source
at this time and the camera position/posture regarding each
image. The operation after this step is equivalent to that in the
first exemplary embodiment.

As described above, in this exemplary embodiment, the
user does not have to input the information on the first refer-
ence point candidates for each image or determine the first
reference point candidates as the first reference points for
each image. This is because the first reference points in each
image are uniquely determined based on the camera position/
posture regarding each image once the first reference points
are determined for one image.
<Third Exemplary Embodiment>

Next, a third exemplary embodiment of the present inven-
tion will be described with reference to figures. FIG. 6 is a
block diagram showing an example of the configuration of an
image processing device in accordance with the third exem-
plary embodiment. The image processing device shown in
FIG. 6 differs from the first exemplary embodiment shown in
FIG. 1 in that the image processing device further comprises
image feature point detecting means 31.

In this exemplary embodiment, the first reference point
candidates are set as multiple sets of image coordinates con-
stituting a candidate for the camera rotation axis in each of the
images containing the object of interest (transformation tar-
get images). However, the image processing device in this
exemplary embodiment does not make the user input the first
reference point candidates (multiple sets of image coordi-
nates) for each image. When there is an image feature point
common to a plurality of images, the first reference points in
each image are determined by use of the common image
feature point.

The image feature point detecting means 31 detects image
feature points in regard to each of the transformation target
images. The image feature point detecting means 31 also
executes matching (comparison) among the transformation
target images in regard to the detected image feature points
and thereby detects image feature points that are observed in
a plurality of images as image coordinates as the result of
projection of the same three-dimensional coordinates. Then,
the image feature point detecting means 31 makes the image
display means 12 display the detected image feature points.
For the detection of the image feature points, it is possible to
use the Harris corner detection method (judging whether each
point corresponds to a corner or not based on the surrounding
gradients of the pixel value), for example, and detect (regard)
points judged as corners as the image feature points. The
image feature point detecting means 31 may detect the image
feature points by employing various methods such as SIFT.
SIFT is an image feature point detecting method and a feature
quantity describing method having high robustness against
illumination fluctuation, rotation and scaling (magnification
and reduction). The matching in regard to the image feature
points can be executed by employing various methods such as
a method using the normalized cross-correlation of pixel
values and the KL'T method. In the method using the normal-
ized cross-correlation, the comparison is made by calculating
correlation values for images each acquired by subtraction of
the average pixel value and division by the standard deviation
in a search area. In the KL'T method, the search for the corre-
sponding points is conducted by assuming that the luminance
gradient is constant in an infinitesimal time period.

In this exemplary embodiment, the image display means
12 displays an image generated by superimposing the image
feature points on the transformation target image. The image
display means 12 also displays an image generated by super-
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imposing the first reference point candidates (selected from
the image feature points) on the transformation target image.

The image feature point detecting means 31 is imple-
mented by, for example, hardware designed to perform par-
ticular calculation processes, etc. and a CPU operating
according to a program.

Next, the operation of this exemplary embodiment will be
described below. FIG. 7 is a flow chart showing an example of
the operation of the image processing device of this exem-
plary embodiment. In the example shown in FIG. 7, for each
transformation target image, the image feature point detect-
ing means 31 detects image feature points that are common to
a plurality of images including the transformation target
image (step S31).

Subsequently, for each image, the image display means 12
displays the image feature points detected from the image
while superposing them on the image (step S32). At this point,
the user compares the image displayed by the image display
means 12 with the image feature points of the image and
performs an operation for selecting two or more points in the
image (to be specified as the first reference point candidates)
from the displayed image feature points (step S33). The first
reference point receiving means 11 acquires information on
the image feature points selected as the first reference point
candidates based on the user operation. In response to the
user’s selecting operation, the image display means 12 dis-
plays the first reference point candidates in each image while
superimposing them on the image (step S34). In this step,
based on the result of the selection of the first reference point
candidates (from the image feature points) in an image (first
image), also in other images having an image feature point
that is considered to be identical with one of the image feature
points selected as the first reference point candidates in the
first image, the image feature point is considered to have been
selected as a first reference point candidate. The image dis-
play means 12 may display the first reference point candi-
dates in regard to each image. In other words, when an image
feature point selected as a first reference point candidate is an
image feature point common to a plurality of images, the first
reference point receiving means 11 automatically selects the
image feature point as a first reference point candidate also in
other images having the image feature point.

The user may determine the displayed first reference point
candidates as the first reference points by inputting the first
reference point determination signal when the displayed first
reference point candidates are satisfactory in each image
(step S35). The method of determining the first reference
points in response to the first reference point determination
signal is equivalent to that in the first exemplary embodiment.
For example, upon receiving the first reference point deter-
mination signal inputted by the user operation, the first refer-
ence point receiving means 11 may determine the currently
displayed first reference point candidates (i.e., image feature
points currently displayed as the first reference point candi-
dates due to the selection by the user) as the first reference
points.

If there is an unprocessed image at this point, the first
reference point receiving means 11 may repeat the steps
S32-S35 for the unprocessed image.

Subsequently, the second reference point receiving means
13 inputs the second reference points (step S36). Then, the
geometric transformation method determining means 14
determines the geometric transformation method based on
the first reference points and the second reference points (step
S37). Finally, the geometric transformation means 15 con-
ducts the geometric transformation to each image and outputs
each transformed image (step S38). The operation in the steps
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S36-S38 may be performed in the same way as the steps
S15-S17 in the first exemplary embodiment.

In the following, this exemplary embodiment will be
explained in more detail by using specific examples. First, the
image feature point detecting means 31 executes the detection
and the matching of the image feature points in each of the
transformation target images and thereby detects image fea-
ture points having correspondence among a plurality of
images. It is desirable in this step to detect image feature
points that are common to all the images. When no such
image feature points common to all the images are detected,
the image feature point detecting means 31 detects image
feature points that are common to images within a certain
period in the successively shot images, for example.

It is assumed here that the number of image feature points
common to all the images is n per image, the number of
images is N, and nxN image feature points have been
detected. The user compares the displayed image feature
points and image, freely selects two points from the n points,
and inputs the first reference point determination signal when
satisfied. These two points have the matching (correspon-
dence) among all the images. Therefore, once two points in
one image are selected, the first reference points in all the
images (2xN points) can be determined automatically.

In response to the input of the first reference point deter-
mination signal, the first reference point receiving means 11
successively outputs the determined 2xN first reference
points to the geometric transformation method determining
means 14 as each process for corresponding images is fin-
ished. The operation after this step is equivalent to that in the
first exemplary embodiment.

Incidentally, when no image feature points common to all
the images are detected, the above automatic determination of
the first reference point candidates may be carried out within
a range in which common image feature points have been
detected.

In the detection of a common image feature point, the
image feature point detecting means 31 may carry out the
detection for all the images until the matching (correspon-
dence) of the image feature point breaks, for example. Upon
breakage of the matching of the image feature points, the
image feature point detecting means 31 may repeatedly per-
form the image feature point matching operation again from
the image until the matching breaks next and thereby detect a
gap (discontinuous part) between the continuous intervals (in
which the common image feature point continues) along with
the detection of the common image feature point. For each
interval in which a feature point continues, the first reference
point receiving means 11 makes the geometric transforma-
tion method determining means 14 calculate the geometric
transformation parameters from the common image feature
point by using the first reference point candidate selected by
the user. In contrast, for each gap between intervals, the first
reference point receiving means 11 may make the user indi-
vidually select the first reference point candidate (manual
setting). The first reference point receiving means 11 may
also make the geometric transformation method determining
means 14 calculate the geometric transformation parameters
by automatically selecting a point close to the first reference
point candidate selected for the continuous interval. Accord-
ing to the latter method, after the selection is made once by the
user, the first reference point can be determined automatically
for all of the other transformation target images.

As described above, in this exemplary embodiment, it is
unnecessary to determine the first reference points for each
image. The estimation of the camera position/posture is also
unnecessary. This is because image feature points common to
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aplurality of images are detected and the first reference points
are determined by use of the detected image feature points.

Incidentally, each exemplary embodiment described above
can be implemented not only by an image processing device
implemented by hardware units, etc. corresponding to the
aforementioned means but also by an information processing
system like the one shown in FIG. 8. FIG. 8 is a block diagram
showing a case where the image processing device in accor-
dance with the present invention is implemented by an infor-
mation processing system. The information processing sys-
tem shown in FIG. 8 is a standard information processing
system comprising a processor 400, a program memory 401
and a storage medium 402.

The storage medium 402 may either be a storage area made
up of separate storage media or a storage area made up of a
single storage medium. A RAM, a magnetic storage medium
(e.g., hard disk), etc. can be used as the storage medium.

The program memory 401 prestores a program for causing
the processor 400 to execute the processes of the first refer-
ence point receiving means 11, the second reference point
receiving means 13, the geometric transformation method
determining means 14 and the geometric transformation
means 15 which have been described above. The processor
400 operates according to this program.

The processor 400 may be any type of processor (e.g.,
CPU) as long as it operates according to a program.

As above, the present invention can also be implemented
by a computer program. Incidentally, it is unnecessary to
operate every means that can be operated by a program (e.g.,
the first reference point receiving means 11, the second ref-
erence point receiving means 13, the geometric transforma-
tion method determining means 14, the geometric transfor-
mation means 15, etc.) by a program; part of these means may
be formed with hardware. These means may also be imple-
mented as separate units.

Next, the outline of the present invention will be explained.
FIG. 9 is a block diagram showing the outline of the present
invention. The image processing device shown in FIG. 9
comprises image display means 501, first reference point
receiving/determining means 502, second reference point
receiving/determining means 503 and geometric transforma-
tion means 504.

The image display means 501 displays at least one trans-
formation target image. In the above exemplary embodi-
ments, the image display means 501 is represented as the
image display means 12, for example.

The first reference point receiving/determining means 502
receives information on first reference point candidates (as
candidates for first reference points serving for reference in
input of geometric transformation) according to a user opera-
tion, receives according to a user operation a determination
signal targeted at the first reference point candidates dis-
played on the transformation target image based on the infor-
mation on the first reference point candidates, and determines
the first reference points based on the information on the first
reference point candidates targeted by the received determi-
nation signal.

For example, the first reference point receiving/determin-
ing means 502 may receive the information on the first refer-
ence point candidates (as candidates for the first reference
points serving for reference in the input of the geometric
transformation) according to a user operation, display the first
reference point candidates on the transformation target image
based on the received information on the first reference point
candidates, receive according to a user operation a determi-
nation signal targeted at the first reference point candidates
displayed on the transformation target image, and determine
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the first reference points based on the information on the first
reference point candidates targeted by the received determi-
nation signal.

In the above exemplary embodiments, the first reference
point receiving/determining means 502 is represented as the
first reference point receiving means 11, for example. The
first reference point receiving/determining means 502 may
also be considered to further include other means necessary
for the determination of the first reference points (e.g., the
camera position/posture estimating means 21, the first refer-
ence point candidate projecting means 22 or the image feature
point detecting means 31), for example. The first reference
point receiving/determining means 502 may also be consid-
ered to further include control means for controlling those
means.

The second reference point receiving/determining means
503 determines second reference points serving for reference
in output of the geometric transformation by receiving infor-
mation on the second reference points. In the above exem-
plary embodiments, the second reference point receiving/
determining means 503 is represented as the second reference
point receiving means 13, for example.

The geometric transformation means 504 outputs a trans-
formed image by conducting the geometric transformation to
the transformation target image based on the first reference
points determined by the first reference point receiving/de-
termining means 502 and the second reference points deter-
mined by the second reference point receiving/determining
means 503. In the above exemplary embodiments, the geo-
metric transformation means 504 is represented as the geo-
metric transformation method determining means 14 and the
geometric transformation means 15, for example.

While part or all of the above embodiments can also be
described as the following Supplementary notes, the present
invention is not to be restricted by the following description.
(Supplementary Note 1)

An image processing device which generates images for
three-dimensional display of an object of interest from a
plurality of transformation target images containing the
object of interest, comprising:

image display means which displays at least one transfor-
mation target image;

first reference point receiving/determining means which
receives information on first reference point candidates as
candidates for first reference points serving for reference in
input of geometric transformation according to a user opera-
tion, receives according to a user operation a determination
signal targeted at the first reference point candidates dis-
played on the transformation target image based on the infor-
mation on the first reference point candidates, and determines
the first reference points based on the information on the first
reference point candidates targeted by the received determi-
nation signal;

second reference point receiving/determining means
which determines second reference points serving for refer-
ence in output of the geometric transformation by receiving
information on the second reference points; and

geometric transformation means which outputs a trans-
formed image by conducting the geometric transformation to
the transformation target image based on the first reference
points determined by the first reference point receiving/de-
termining means and the second reference points determined
by the second reference point receiving/determining means.
(Supplementary Note 2)

The image processing device according to Supplementary
note 1, comprising geometric transformation method deter-
mining means which calculates parameters of a prescribed
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geometric transformation equation for each transformation
target image based on the first reference points and the second
reference points,

wherein the geometric transformation means conducts the
geometric transformation to each transformation target image
by using a geometric transformation equation according to
the parameters calculated by the geometric transformation
method determining means.

(Supplementary Note 3)

The image processing device according to Supplementary
note 1 or 2, wherein:

the first reference point receiving/determining means
receives the information on the first reference point candi-
dates and the determination signal targeted at the first refer-
ence point candidates displayed on the transformation target
image based on the information on the first reference point
candidates in regard to each transformation target image, and

the first reference point receiving/determining means
receiving the determination signal determines the first refer-
ence point candidates targeted by the determination signal as
the first reference points in the transformation target image.
(Supplementary Note 4)

The image processing device according to any one of
Supplementary notes 1-3, comprising:

camera position/posture estimating means which estimates
camera position/posture at the time of shooting in regard to
each transformation target image; and

first reference point candidate projecting means which
generates projected first reference point candidates in each
transformation target image by projecting the first reference
point candidates, represented by three-dimensional coordi-
nates, onto the transformation target image based on the cam-
era position/posture estimated by the camera position/posture
estimating means, wherein:

the first reference point receiving/determining means
receives information on the first reference point candidates
represented by three-dimensional coordinates and a determi-
nation signal targeted at the projected first reference point
candidates displayed on at least one transformation target
image based on the information on the first reference point
candidates, and

the first reference point receiving/determining means
receiving the determination signal determines the projected
first reference point candidates in each transformation target
image, generated based on the information on the first refer-
ence point candidates as the projection source of the projected
first reference point candidates targeted by the determination
signal, as the first reference points in the transformation target
image.

(Supplementary Note 5)

The image processing device according to any one of
Supplementary notes 1-4, comprising image feature point
detecting means which detects image feature points common
to a plurality of transformation target images by detecting
image feature points in each transformation target image and
making a comparison of the detected image feature points
between transformation target images, wherein:

the first reference point receiving/determining means
receives information specifying the image feature points dis-
played on the transformation target image as the first refer-
ence point candidates and a determination signal targeted at
the first reference point candidates which is the specified
image feature points, and

the first reference point receiving/determining means
receiving the determination signal determines the specified
image feature points, which are the first reference point can-
didates targeted by the determination signal, as the first ref-
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erence points in the transformation target image while also
determining image feature points in each transformation tar-
get image that are considered to be identical with the image
feature points targeted by the determination signal as the first
reference points in each transformation target image based on
inter-image correspondence relationship of the image feature
points targeted by the determination signal.

(Supplementary Note 6)

The image processing device according to any one of
Supplementary notes 1-5, wherein the second reference point
receiving/determining means receives the information on the
second reference points as information common to all the
transformed images.

(Supplementary Note 7)

The image processing device according to any one of
Supplementary note 1-6, wherein:

the second reference point receiving/determining means
receives multiple sets of image coordinates constituting a
camera rotation axis in the transformed image as the infor-
mation on the second reference points, and

the first reference point receiving/determining means
receives multiple sets of image coordinates or three-dimen-
sional coordinates constituting a camera rotation axis in the
transformation target image as the information on the first
reference point candidates.

(Supplementary Note 8)

The image processing device according to any one of
Supplementary notes 1-7, wherein the geometric transforma-
tion means compensates for pixel loss by performing inter-
polation.

(Supplementary Note 9)

Animage processing method for generating a three-dimen-
sional image by conducting geometric transformation to each
of transformation target images as a plurality of images con-
taining an object of interest, comprising:

displaying at least one transformation target image by
using image display means;

receiving information on first reference point candidates as
candidates for first reference points serving for reference in
input of geometric transformation according to a user opera-
tion;

displaying the first reference point candidates on the trans-
formation target image based on the received information on
the first reference point candidates;

receiving a determination signal targeted at the first refer-
ence point candidates displayed on the transformation target
image according to a user operation;

determining the first reference points based on the infor-
mation on the first reference point candidates targeted by the
received determination signal;

determining second reference points serving for reference
in output of the geometric transformation by receiving infor-
mation on the second reference points; and

outputting a transformed image for each transformation
target image by conducting the geometric transformation to
the transformation target image based on the determined first
and second reference points.

(Supplementary Note 10)

The image processing method according to Supplementary
note 9, wherein:

the information on the first reference point candidates and
the determination signal targeted at the first reference point
candidates displayed on the transformation target image
based on the information on the first reference point candi-
dates are received in regard to each transformation target
image, and
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the first reference point candidates targeted by the deter-
mination signal are determined as the first reference points in
the transformation target image when the determination sig-
nal is received.

(Supplementary Note 11)

The image processing method according to Supplementary
note 9, comprising:

estimating camera position/posture at the time of shooting
in regard to each transformation target image;

displaying at least one transformation target image by
using the image display means;

receiving information on first reference point candidates
represented by three-dimensional coordinates according to a
user operation;

displaying projected first reference point candidates,
obtained by projecting the first reference point candidates, on
the transformation target image based on the received infor-
mation on the first reference point candidates and the esti-
mated camera position/posture;

receiving a determination signal targeted at the projected
first reference point candidates displayed on the transforma-
tion target image; and

determining the projected first reference point candidates
in each transformation target image, generated based on the
information on the first reference point candidates as the
projection source of the projected first reference point candi-
dates targeted by the determination signal, as the first refer-
ence points in the transformation target image when the deter-
mination signal is received.

(Supplementary Note 12)

The image processing method according to Supplementary
note 9, comprising:

detecting image feature points common to a plurality of
transformation target images by detecting image feature
points in each transformation target image and making a
comparison of the detected image feature points between
transformation target images;

displaying the image feature points on at least one trans-
formation target image by using the image display means;

receiving information specifying the image feature points
displayed on the transformation target image as the first ref-
erence point candidates according to a user operation;

displaying the image feature points specified as the first
reference point candidates on at least one transformation
target image based on the received information;

receiving a determination signal targeted at the first refer-
ence point candidates displayed as the specified image feature
points according to a user operation; and

determining the specified image feature points, which are
the first reference point candidates targeted by the determi-
nation signal, as the first reference points in the transforma-
tion target image while also determining image feature points
in each transformation target image that are considered to be
identical with the image feature points targeted by the deter-
mination signal as the first reference points in each transfor-
mation target image based on inter-image correspondence
relationship of the image feature points targeted by the deter-
mination signal when the determination signal is received.
(Supplementary Note 13)

An image processing program for generating a three-di-
mensional image by conducting geometric transformation to
each of transformation target images as a plurality of images
containing an object of interest, wherein the image processing
program causes a computer to execute:

a process of displaying at least one transformation target
image by using image display means;
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a process of receiving information on first reference point
candidates, as candidates for first reference points serving for
reference in input of geometric transformation, which is
inputted according to a user operation and thereby displaying
the first reference point candidates on the transformation
target image;

aprocess of determining the first reference points based on
the information on the first reference point candidates tar-
geted by a determination signal when the determination sig-
nal, inputted according to a user operation for the first refer-
ence point candidates displayed on the transformation target
image, is received;

a process of determining second reference points serving
for reference in output of the geometric transformation when
information on the second reference points is received; and

a process of conducting the geometric transformation to
the transformation target image based on the first reference
points and the second reference points.

(Supplementary Note 14)

The image processing program according to Supplemen-
tary note 13, wherein the image processing program causes
the computer to execute:

aprocess of receiving the information on the first reference
point candidates in each transformation target image;

aprocess of displaying the first reference point candidates
on the transformation target image for which the information
on the first reference point candidates was received; and

a process of determining the first reference point candi-
dates targeted by a determination signal as the first reference
points in the transformation target image when the determi-
nation signal, inputted according to a user operation for the
first reference point candidates displayed on the transforma-
tion target image, is received.

(Supplementary Note 15)

The image processing program according to Supplemen-
tary note 13, wherein the image processing program causes
the computer to execute:

aprocess of estimating camera position/posture at the time
of shooting in regard to each transformation target image;

aprocess of generating projected first reference point can-
didates in each transformation target image by projecting the
first reference point candidates, represented by three-dimen-
sional coordinates, onto the transformation target image
based on the estimated camera position/posture;

a process of receiving information on the first reference
point candidates represented by three-dimensional coordi-
nates which is inputted according to a user operation and
displaying the projected first reference point candidates, gen-
erated from the information on the first reference point can-
didates, on at least one transformation target image; and

aprocess of determining the projected first reference point
candidates in each transformation target image, generated
based on the information on the first reference point candi-
dates as the projection source of the projected first reference
point candidates targeted by a determination signal, as the
first reference points in the transformation target image when
the determination signal, inputted according to a user opera-
tion for the projected first reference point candidates dis-
played on the transformation target image, is received.
(Supplementary Note 16)

The image processing program according to Supplemen-
tary note 13, wherein the image processing program causes
the computer to execute:

a process of detecting image feature points common to a
plurality of transformation target images by detecting image
feature points in each transformation target image and mak-
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ing a comparison of the detected image feature points
between transformation target images;

a process of displaying the detected image feature points
on at least one transformation target image;

a process of receiving information specifying the image
feature points displayed on the transformation target image as
the first reference point candidates and displaying the image
feature points specified as the first reference point candidates
on at least one transformation target image based on the
received information; and

aprocess of determining the specified image feature points,
which are first reference point candidates targeted by a deter-
mination signal, as the first reference points in the transfor-
mation target image while also determining image feature
points in each transformation target image that are considered
to be identical with the image feature points targeted by the
determination signal as the first reference points in each trans-
formation target image based on inter-image correspondence
relationship of the image feature points targeted by the deter-
mination signal when the determination signal targeted at the
first reference point candidates as the specified image feature
points is received.

While the present invention has been described above with
reference to the exemplary embodiments and examples, the
present invention is not to be restricted to the particular illus-
trative exemplary embodiments and examples. A variety of
modifications understandable to those skilled in the art can be
made to the configuration and details of the present invention
within the scope of the present invention.

This application claims priority to Japanese Patent Appli-
cation No. 2010-121018 filed on May 26, 2010, the entire
disclosure of which is incorporated herein by reference.

INDUSTRIAL APPLICABILITY

The present invention is suitably applicable to the purpose
of generating images for the three-dimensional display of an
object of interest.

REFERENCE SIGNS LIST

11 first reference point receiving means

12 image display means

13 second reference point receiving means

14 geometric transformation method determining means
15 geometric transformation means

21 camera position/posture estimating means

22 first reference point candidate projecting means

31 image feature point detecting means

400 processor

401 program memory

402 storage medium

501 image display means

502 first reference point receiving/determining means
503 second reference point receiving/determining means
504 geometric transformation means

What is claimed is:

1. An image processing device which generates images for
three-dimensional display of an object of interest from a
plurality of transformation target images containing the
object of interest, comprising:

an image display unit which displays at least one transfor-
mation target image;

a first reference point receiving/determining unit which
receives information on first reference point candidates
as candidates for first reference points serving for refer-
ence in input of geometric transformation according to a
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user operation, receives according to a user operation a
determination signal targeted at the first reference point
candidates displayed on the transformation target image
based on the information on the first reference point
candidates, and determines the first reference points
based on the information on the first reference point
candidates targeted by the received determination sig-
nal;

a second reference point receiving/determining unit which
determines second reference points serving for refer-
ence in output of the geometric transformation by
receiving information on the second reference points;

a geometric transformation unit which outputs a trans-
formed image by conducting the geometric transforma-
tion to the transformation target image based on the first
reference points determined by the first reference point
receiving/determining unit and the second reference
points determined by the second reference point receiv-
ing/determining unit;

a camera position/posture estimating unit which estimates
camera position/posture at the time of shooting in regard
to each transformation target image;

afirst reference point candidate projecting unit which gen-
erates projected first reference point candidates in each
transformation target image by projecting the first ref-
erence point candidates, represented by three-dimen-
sional coordinates, onto the transformation target image
based on the camera position/posture estimated by the
camera position/posture estimating unit, and

a processor configured to implement the first reference
point receiving/determining unit, the second reference
point receiving/determining unit, the geometric trans-
formation unit, and the camera position/posture estimat-
ing unit, wherein:

the first reference point receiving/determining unit
receives information on the first reference point candi-
dates represented by three-dimensional coordinates and
a determination signal targeted at the projected first ref-
erence point candidates displayed on at least one trans-
formation target image based on the information on the
first reference point candidates, and

the first reference point receiving/determining unit receiv-
ing the determination signal determines the projected
first reference point candidates in each transformation
target image, generated based on the information on the
first reference point candidates as the projection source
of'the projected first reference point candidates targeted
by the determination signal, as the first reference points
in the transformation target image.

2. The image processing device according to claim 1, com-
prising a geometric transformation method determining unit
which calculates parameters of a prescribed geometric trans-
formation equation for each transformation target image
based on the first reference points and the second reference
points,

wherein the geometric transformation unit conducts the
geometric transformation to each transformation target
image by using a geometric transformation equation
according to the parameters calculated by the geometric
transformation method determining unit.

3. The image processing device according to claim 1,

wherein:

the first reference point receiving/determining unit
receives the information on the first reference point can-
didates and the determination signal targeted at the first
reference point candidates displayed on the transforma-
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tion target image based on the information on the first
reference point candidates in regard to each transforma-
tion target image, and

the first reference point receiving/determining unit receiv-

ing the determination signal determines the first refer-
ence point candidates targeted by the determination sig-
nal as the first reference points in the transformation
target image.

4. The image processing device according to claim 1, com-
prising an image feature point detecting unit which detects
image feature points common to a plurality of transformation
target images by detecting image feature points in each trans-
formation target image and making a comparison of the
detected image feature points between transformation target
images, wherein:

the processor is configured to implement the image feature

point detecting unit;

the first reference point receiving/determining unit

receives information specifying the image feature points
displayed on the transformation target image as the first
reference point candidates and a determination signal
targeted at the first reference point candidates which is
the specified image feature points, and

the first reference point receiving/determining unit receiv-

ing the determination signal determines the specified
image feature points, which are the first reference point
candidates targeted by the determination signal, as the
first reference points in the transformation target image
while also determining image feature points in each
transformation target image that are considered to be
identical with the image feature points targeted by the
determination signal as the first reference points in each
transformation target image based on inter-image corre-
spondence relationship of the image feature points tar-
geted by the determination signal.

5. The image processing device according to claim 1,
wherein the second reference point receiving/determining
unit receives the information on the second reference points
as information common to all the transformed images.

6. The image processing device according to claim 1,
wherein:

the second reference point receiving/determining unit

receives multiple sets of image coordinates constituting
a camera rotation axis in the transformed image as the
information on the second reference points, and

the first reference point receiving/determining unit

receives multiple sets of image coordinates or three-
dimensional coordinates constituting a camera rotation
axis in the transformation target image as the informa-
tion on the first reference point candidates.

7. The image processing device according to claim 1,
wherein the geometric transformation unit compensates for
pixel loss by performing interpolation.

8. An image processing method for generating a three-
dimensional image by conducting geometric transformation
to each of transformation target images as a plurality of
images containing an object of interest, comprising:

displaying at least one transformation target image by

using an image display unit;

receiving information on first reference point candidates as

candidates for first reference points serving for reference
in input of geometric transformation according to a user
operation;

displaying the first reference point candidates on the trans-

formation target image based on the received informa-
tion on the first reference point candidates;
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receiving a determination signal targeted at the first refer-
ence point candidates displayed on the transformation
target image according to a user operation;
determining the first reference points based on the infor-
mation on the first reference point candidates targeted by
the received determination signal;
determining second reference points serving for reference
in output of the geometric transformation by receiving
information on the second reference points;
outputting a transformed image for each transformation
target image by conducting the geometric transforma-
tion to the transformation target image based on the
determined first and second reference points;
estimating a camera position/posture at the time of shoot-
ing in regard to each transformation target image;
generating projected first reference point candidates in
each transformation target image by projecting the first
reference point candidates, represented by three-dimen-
sional coordinates, onto the transformation target image
based on the estimated camera position/posture;
receiving information on the first reference point candi-
dates represented by three-dimensional coordinates and
a determination signal targeted at the projected first ref-
erence point candidates displayed on at least one trans-
formation target image based on the information on the
first reference point candidates, and
determining, according to the received determination sig-
nal, the projected first reference point candidates in each
transformation target image,
wherein the determination signal is generated based on the
information on the first reference point candidates as the
projection source of the projected first reference point
candidates targeted by the determination signal, as the
first reference points in the transformation target image.
9. A computer readable information recording medium
storing an image processing program for generating a three-
dimensional image by conducting geometric transformation
to each of transformation target images as a plurality of
images containing an object of interest, when executed by a
processor, performs a method for:
displaying at least one transformation target image by
using an image display unit;

20

25

30

30

receiving information on first reference point candidates,
as candidates for first reference points serving for refer-
ence in input of geometric transformation, which is
inputted according to a user operation and thereby dis-
playing the first reference point candidates on the trans-
formation target image;

determining the first reference points based on the infor-
mation on the first reference point candidates targeted by
a determination signal when the determination signal,
inputted according to a user operation for the first refer-
ence point candidates displayed on the transformation
target image, is received;

determining second reference points serving for reference
in output of the geometric transformation when infor-
mation on the second reference points is received; and

conducting the geometric transformation to the transfor-
mation target image based on the first reference points
and the second reference points;

estimating a camera position/posture at the time of shoot-
ing in regard to each transformation target image;

generating projected first reference point candidates in
each transformation target image by projecting the first
reference point candidates, represented by three-dimen-
sional coordinates, onto the transformation target image
based on the estimated camera position/posture;

receiving information on the first reference point candi-
dates represented by three-dimensional coordinates and
a determination signal targeted at the projected first ref-
erence point candidates displayed on at least one trans-
formation target image based on the information on the
first reference point candidates, and

determining, according to the received determination sig-
nal, the projected first reference point candidates in each
transformation target image,

wherein the determination signal is generated based on the
information on the first reference point candidates as the
projection source of the projected first reference point
candidates targeted by the determination signal, as the
first reference points in the transformation target image.
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